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1. Abstract

The receantly discovered paential of two-way
communication on CATV networks for
advanced telecommunicaions applicaions like
video-onrdemand, spawned reseach and
development in modem design for up-stream
communicaion. This paper reports on the
prototyping of such a 16QAM modem and
compares the adievable sample rates on 4 DSP
procesors to simulation speeds obtained on a
powerful workstation.

2. Introduction

Recently, coaxia cable networks have
receved much attention in the ontext of
interadive gplicaion [1,2]. In courtries with a
high penetration d CATV (eg. Belgium
>90%), the cdle network forms a viable
dternative to classcd telephore networks.
Envisaged applicaions are  telephory,
interadive television, hane-shoppng, video-on-
demand, high-spead Web browsing, etc. The
interadive nature of these services requires
however two-way communicaion ona network
that initially was only intended for a one-way
broadcasting of television signals. What is
aimed at now, is a low bit-rate upstream link
(from the subscriber to the head-end station)
and a high hbit-rate downstream link (from the
head-end station to the locd subscribers).
Particularly the first problem is challenging
because very little is known abou the upstream
channel, and communicaion standards are still
under development [3]. The projeded frequency

band for upstrean communicaionisin the 5-25
MHz range, see aldeigurel.
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Figure 1. Frequency allocation

The basic configuration d the network is
hybrid fibre-coax. This means that the upstream
signal will first travel through coax before
entering afibre node and going through the fibre
trunk to the head-end station. The maxial part
will  bring aong some serious channel
impairments [4] which must be compensated for
at the recaver. Withou going into too much
detail we only mention the most important
impairments. The group clay distortion (i.e.
signals at diff erent frequencies propagate with a
different velocity through the network) causes
severe inter-symbd interference d the recever.
Micro-refledions are caised by discontinuities
in the transmisson medium and cause part of
the signal energy to be refleded. Ingress noise
models the interference caused by the antenna
like properties of the cale. Burst noise typicaly
originates from household appliances such as
eledricd motors. Besides this there ae common
path dstortion products, thermal noise, impulse
noise, nonlineaities, phase-noise frequency
offset etc. If we ald to this the variations in the
networks g¢emming from the variability of the
number of trunk, bridge and dstribution
amplifiers it becomes quite dea that it is very

hard to build a channel model which
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Figure 2. Receiver architecture

incorporates al these statisticd and non
statisticd phenomena observed in red networks.
Studies [2] have shown that because of this ugly
environment, in many systems, lessthan half of
the spedrum will be available & any given time
instant. The asence of a good channel model
necesstates the red-time prototyping of the
complete set-up, including the cdle, after off-
line simulation and kefore a ©mmitment to
silicon is made. Red-time prototyping has

several benefits compared to off-line simulation:

* It enables algorithm verification onthe red
channel;

» It alows for more extensive testing under
more varying condtions. 24 hous a day
measurements are possble & well as tests
with  transmitters placel on dfferent
locations;

* It gives faster feedbadk when modifying
algorithmic settings: the prototype indeed
alows to modify algorithmic parameters on
the fly, withou re-compilation and to view
its effeds in red-time on the next receved
data packet.

We d@m at developing a 16QAM modem for
this upstream communicaion channel. The
projeded Lt rateis 10 Mbit per sscondand this
at a bit-error rate of 10"°. The transmisson
payload consists of ATM cdls and the multiple
access protocol is TDMA. This type of multi-
access protocol naturaly fits the cdl-based
payload.

The next sedion explains the recever
architedure. Sedion 4 describes the rapid
prototyping environment GRAPE and indicaes
how GRAPE was used to oltain first estimates
of the adievable sample rate when the 16QAM
recever is implemented on 4 Digital Signal
Processors (the TMS320C40).

3. The receiver architecture

The receaver structure ought to be the best
compromise between low bit-error rate, short
run-in sequences (this is particularly important
becaise a burst mode system bewmes very
inefficient for long rurkin  sequences),
posshility for digital integration and
implementation cost. The solution hes to be
robust against the various channel impairments
and shoud be @le to cope with high dynamic
ranges (30 dB). The general structure of the
receiver is depicted iRigure?2.

Matched filtering is done by means of a fixed
root raised cosine filter. Then the Automatic
Gain Control brings the signal bad to the right
level in order to avoid under- or overflow in
subsequent sedions of the demoduator. A phase
loop compensates phase mismatches (which
result in arotation d the constellation dagram)
as well as mismatches between the carier
frequency of transmitter and recever. Timing
recvery is dore by means of interpdation.
After the timing recovery the signal is down-
sampled to symbad rate and finaly the channel
distortion is courtered using an equaliser. Since
the mmpensation d the group delay distortion
is the only task of the egudiser, it converges
quite rapidly, even with a slowly converging
lesst mean squares (LMS) algorithm.
Performance was improved using a dedsion
feadbadk equaliser (DFE), where the dedsions
of the dlicer are fed into the feedbadk part of the
equaliser. If the dedsions of the dlicer are
corred, the inpu of the feedbadk part is error
free and henceimproves performance Sincethe
output of the slicer is only a few bits wide, a
very cost effedive implementation is possble.
The equaliser is de-couged from the rest of the
recever structure by means of the first dicer,
thisin arder to avoid loop instability caused by



interference The aror correding mecdhanisms
work with dfferent time onstants during
training and tradking phase. During training a
fast aoquisition is desirable while in trading
only dow variations of the cdannel
characteristics have to be compensated.

4. Prototyping with GRAPE

This sdion first describes the design flow of
the prototyping environment GRAPE, developed
a the K.U.Leuven. In the next sedion, it
explains how GRAPE is used to prototype the
16QAM receaver and what sample rates may be
expeded on a target consisting of four
TMS320C40 DSP processors.

41. GRAPE’s design flow

GRAPE (Graphicd RApid Prototyping
Environment) is an environment, developed at
our laboratory, which fadlitates the red-time
emulation and implementation d synchronows
DSP applicaions on eterogeneous target
platforms consisting of DSPs and FPGAs [5].
Many aspeds of GRAPE resemble the
environments Ptolemy of UC Berkeley [6] and
COSSAP of RWTH Aaden [7], currently
further developed by Synopsys, the main
distinction is that GRAPE is targeted at red-
time exeaution whereas the other environments
mainly target simulation.

GRAPE's design flow consists of four
phases. In the spedficaion plese, the
application is described using an extended data
flow modd, cdled cyclo-static data flow
(CSDF) [8], which is an extension o Le€s
Synchronows Data Flow [9]. In short, the
application is represented as a direded graph
G=(N,E), where the nodes N represent
computation tasks, and the alges E the
communication d the results (cdled tokens)
from a prodwing to a @nsuming task. The
functionality of the nodes is gedfied in a
conventional high level language like C and
VHDL. The number of tokens a task produces
respedively consumes during an exeadtion
phase of a task is known at compile time,
alowing for a compile time aalysis of the
graph in the next phases of GRAPE's design
flow and leading to highly efficient runtime
code. Still in GRAPE's gedficaion plese, the

target architedure is pedfied as a onredivity
graph, with an indicaion d the anourt and type
of resources ead procesdng device poSESES
[10]. In the second plase, the amount of
resources required by ead o the tasks when
exeaited on ead o the processng devices, is
estimated. Next, the gplication is mapped orto
the target hardware. In this phase, eat task is
asigned to a spedfic processng device a
communication path is established for ead edge
in the gplicaion's graph and a compile time
schedule order is determined per device that
minimises the total makespan. In GRAPE's
fourth and last design phese, code in C or
VHDL is generated for ead of the processng
devices, consisting of a main program and
communicaion pimitives. Note that a single
design flow is used for software targets (DSFs)
as well as for hardware targets (FPGAS) [11].

4.2. Prototype of the 16QAM receiver

The target platform  available for
implementing the prototype of the recaver,
consists of 4 fully interconreded TM S320C40
procesors, runnng at 40 MHz. It consists of
two PC long ISA-bus cads. Both cads
communicae with the host PC via dual ported
RAM  for progran  downloading and
modification of algorithmic parameters.

First, the 16QAM recaver applicaion is
spedfied using GRAPE's graphicd editor. By
caefully inspeding Figure 2, we can incresse
the granularity of the gplicaion wherever
several subtasks are dealy sequential and
canna be pipelined. This reduces the anourt of
inter-task communicaion overhead. We end up
with Figure 3, which is a screen-dump o the
spedfication tod of GRAPE. The (dark grey)
triangles represent algorithmic parameters that
may be modified at runtime. We dealy seethe
matched filters (FIR), the automatic gain control
(AGC), the phase loop (PHI), the symbd
alignment (MU) and the equaliser (LMS).

The tasks of the 16QAM recever as gedfied
in Figure 3, have been automaticdly assgned to
the 4-processor target hardware, as shown by the
shade of grey of the task borders in the
application window ofigure4.
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Figure 4. Schedule of the high level tasks.
Then, GRAPE ordered the tasks on ead throughpu with  simulation and ASIC
device in time, such that procesor idle time is implementation.
minimised. The bottom of Figure 4 shows this Symbols/s| Relative to
schedule. White tasks are gppli cation tasks; grey real-time
shaded tasks are inter-device ommunication ASIC 2.500.000 1
primitives, that were automaticaly generated by Prototyping 15.770 159
GRAPE. The obtained sample rate of 63 kHz Simulation (HP700) 500 5.000

corresponds to a symba rate of 15.770symbadls
per sewmnd. Table 1 compares the data

Table 1 Estimated data rates.




As can be seen, red-time prototyping canna
be adieved. However, when the QAM protocol
is implemented in bust mode axd when more
than 159transmitters are in a time-multi plexed
way present on the same CATV cable, red-time
processng for one user can be obtained by
buffering a complete burst and processng it
when the burst of the other users are on the
cable.

It is expeded that a substantia spedl
improvement can be obtained compared to the
figure indicaed above. These will be
investigated in the remainder of the projed. A
limited list of possibilities follows:

1. A very cheg improvement is to switch to 50
MHz processors.

2. The aiurrent implementation requires the
copying of the results of one block into a
software buffer before @mmunicaion
primitives copy them onto the hardware
links. Careful scheduling can avoid these
copying steps and the  aciated
communication primitives. This would
remove all shaded taskshigure4.

3. The arrent C implementation is nat
optimized for the TMS320C40 DSP
procesor. The speal gain is unpredictable.
Previous experience showed speal gains
between 20% and 300%.

4. Timing criticd tasks, espedaly those
containing bit manipulations or extensive
condtional processng, may be migrated to
FPGAs. Spedal gain is unpedictable. This
migration reduces the flexibility and
observability of the gplicaion, and requires
a substantial amourt of effort, since the C
spedficaion d the migrated sub-task needs
to be re-written in register transfer level
VHDL. This migration will hence only be
dore during the later stages of prototyping.
Previous experience has dhown speead gains
up to 800%.

5. Conclusion

Although na adiieving red-time sampling
rates, prototyping is $own to be valuable to
evaluate the interadion o new modem designs
with the red channel, by offering a spead-up o
ore to two orders of magnitude cmpared to
workstation simulation. The use of advanced

prototyping environments like GRAPE in
combination  with  programmable  target
hardware makes prototyping hardly more
expensive in development time and equipment
than simulation.
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